1 Message Errors on Factor Graphs

In section 2, we defined \( \mu_{xf} \) and \( \mu_{fx} \), the BP messages, and \( M_x \), the marginal of a variable. We define a similar quantity for factors:

\[
M_{fx,i}(x) = \prod_{y \in nb(f) \setminus \{x\}} \mu_{yf,i}(y_x)
\]

Let \( \hat{\mu}_{xf}, \hat{\mu}_{fx}, \hat{M}_x \) and \( \hat{M}_{fx} \) be our approximations of these quantities. These approximations can be viewed as multiplicative errors on the ‘true’ quantities at some fixed point of BP:

\[
\hat{\mu}_{xf,i}(x) = \mu_{xf,i}(x) e_{xf,i}(x) \\
\hat{\mu}_{fx,i}(x) = \mu_{fx,i}(x) e_{fx,i}(x) \\
\hat{M}_x(x) = M_x(x) E_x(x) \\
\hat{M}_{fx,i}(x) = M_{fx,i}(x) E_{fx,i}(x)
\]

(Here, \( e \) and \( E \) are the multiplicative error functions.)

If the potentials are finite, we can bound the growth of the dynamic range of the error with respect to the operations of BP, using logic very similar to Ihler et al. (2005).

**Theorem 2.**

\[
\log d(e_{fx,i+1}) \leq \sum_{h \in nb(x) \setminus \{f\}} \log d(e_{hx,i}) \\
\log d(E_{x,i+1}) \leq \sum_{h \in nb(x)} \log d(e_{hx,i})
\]

**Proof.** Both equations can be proved by the same argument as Theorem 6 of Ihler et al. (2005).

**Theorem 3.**

\[
d(e_{fx,i+1}) \leq \frac{d(f)^2 d(E_{fx,i}) + 1}{d(f)^2 + d(E_{xf,i})}
\]

**2 Error Bound for Noisy Hypercubes**

The methods of Ihler et al. (2005) can be extended to bound the error introduced by noise-tolerant hypercube formation, using logic similar to Theorem 1 (the error bound for early stopping).

Note that the noisy hypercube approximation is equivalent to flipping the values of certain nodes: true evidence nodes may become false or unknown, or vice versa. For the flipped nodes, the bound is vacuous: the error in the probability may be at most 1. However, we can bound the change in probability on the remaining nodes in the network, by bounding the change in the outgoing messages from the factors.

We can place an upper bound on the errors by assuming that the flipped nodes will maximally alter the outgoing messages from the factors adjacent to them. Since each factor \( f \) corresponds to some MLN formula with weight \( w_f \), \( f(x) \) for all states is between 1 and \( e^{w_f} \). As a result, the normalized outgoing messages \( \mu_{fx}(a) \) to node \( x \) are between 1 and \( e^{w_f} \) for all \( a \), both before and after the introduction of noise. The dynamic range of the error function can be bounded as follows:

\[
d(e_{fx}) \leq \max \left( \sqrt{e^{2w_f}}, \sqrt{e^{-2w_f}} \right)
\]

Thus, Theorem 1 can be modified as follows for the noisy hypercube case:
Theorem 4. If ground BP converges, then for node $x$, the probability estimated by ground BP at convergence ($\hat{p}_x$) can be bounded as follows in terms of the probability $\tilde{p}_x$ estimated by lifted BP after $n$ BP steps with some set $X_{\text{flipped}}$ of the nodes flipped to a different evidence value.

$$\hat{p}_x \geq \frac{1}{(\zeta_{x,n})^2(1/\tilde{p}_x) - 1} + 1 = \text{lb}(p_x)$$

$$\hat{p}_x \leq \frac{1}{(1/\zeta_{x,n})^2(1/\tilde{p}_x) - 1} + 1 = \text{ub}(p_x)$$

where $\log \zeta_{x,n} = \sum_{f \in \text{nb}(x)} \log \nu_{fx,n}$,

$$\log \nu_{fx,i+1} = \sum_{h \in \text{nb}(x) \setminus \{f\}} \log \nu_{hx,i}$$

For factors $f$ adjacent to some node $x \in X_{\text{flipped}}$,

$$\nu_{fx,i} = \max \left( \sqrt{e^{2w_f}}, \sqrt{e^{-2w_f}} \right)$$

For all other factors $f$,

$$\log \nu_{fx,i} = \log \frac{d(f)^2 \varepsilon_{fx,i} + 1}{d(f)^2 + \varepsilon_{fx,i}}$$

and

$$\nu_{fx,1} = d(f)^2$$

$$\log \varepsilon_{fx,i} = \sum_{y \in \text{nb}(f) \setminus \{x\}} \log \nu_{gy,i}$$

$$d(f) = \sup_{x,y} \frac{\sqrt{f(x)/f(y)}}{x,y}$$

3 Additional Experimental Results

3.1 ADDITIONAL DATASETS

3.1.1 Advising Relationships

We predicted advising relationships between students and professors (as described in Richardson and Domingos (2006), using the UW-CSE database and MLN publicly available from the Alchemy website (Kok et al., 2008). We removed the clauses containing existential qualifiers. The database is divided into five areas (AI, graphics, etc.). The database contains a total of 2678 groundings of predicates describing whether someone is a student or professor, who teaches which class, who published which papers, etc. The model was trained using L-BFGS to optimize pseudo-likelihood, using the default parameter settings in Alchemy.

3.1.2 Protein Interactions

We predicted protein interactions in the Yeast Protein dataset from the MIPS (Munich Information Center for Protein Sequence) Comprehensive Yeast Genome Database, as of February 2005 (Mewes et al., 2002). The dataset, originally used in Davis et al. (2005) include information on protein location, function, phenotype, class, and enzymes. It also includes information about protein-protein interactions and protein complexes.

The original data contains information about approximately 4500 proteins and their interactions. We used the processed version this dataset as described by Davis and Domingos (2009). This consists of four disjoint subsamples of the original data, each with around 450 proteins. To create each subsample, starting with a randomly selected seed set of proteins, all previously unselected proteins that appeared within two links (via the interaction predicate) of the seed set were included. The goal was predict the interaction relation. We used the MLN learned by the Refine algorithm described by Davis and Domingos (2009).
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Table 1: Experimental Results. Memory is in MB; Features and Tuples are in thousands.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Time (in seconds)</th>
<th>Memory</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Construct</td>
<td>BP</td>
<td>Total</td>
</tr>
<tr>
<td>UW-CSE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ground</td>
<td>1.6</td>
<td>502.0</td>
<td>503.7</td>
</tr>
<tr>
<td>Extensional</td>
<td>7.9</td>
<td>215.7</td>
<td>223.6</td>
</tr>
<tr>
<td>Resolution</td>
<td>8.0</td>
<td>214.8</td>
<td>222.9</td>
</tr>
<tr>
<td>Hypercube</td>
<td>19.2</td>
<td>232.9</td>
<td>252.1</td>
</tr>
<tr>
<td>Early Stop</td>
<td>4.1</td>
<td>100.5</td>
<td>104.6</td>
</tr>
<tr>
<td>Noise-Tol.</td>
<td>8.1</td>
<td>91.6</td>
<td>99.8</td>
</tr>
<tr>
<td>Yeast</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ground</td>
<td>34.8</td>
<td>1743.0</td>
<td>1777.9</td>
</tr>
<tr>
<td>Extensional</td>
<td>75.4</td>
<td>5.9</td>
<td>81.3</td>
</tr>
<tr>
<td>Resolution</td>
<td>77.9</td>
<td>6.1</td>
<td>84.0</td>
</tr>
<tr>
<td>Hypercube</td>
<td>206.8</td>
<td>1.9</td>
<td>208.7</td>
</tr>
<tr>
<td>Early Stop</td>
<td>207.4</td>
<td>1.9</td>
<td>209.3</td>
</tr>
<tr>
<td>Noise-Tol.</td>
<td>97.7</td>
<td>1.3</td>
<td>99.0</td>
</tr>
</tbody>
</table>

Figure 1: Time vs. number of iterations for early stopping on Denoise.

Figure 2: Memory vs. number of iterations for early stopping on Denoise.

Figure 3: Log-likelihood vs. number of iterations for early stopping on Denoise.

Figure 4: AUC vs. number of iterations for early stopping on Denoise.
Figure 5: Time vs. noise tolerance on Cora.

Figure 7: Log-likelihood vs. noise tolerance on Cora.

Figure 6: Memory vs. noise tolerance on Cora.

Figure 8: AUC vs. noise tolerance on Cora.